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ABSTRACT

We present a novel approach to any-to-one (A2O) voice conversion
(VC) in a sequence-to-sequence (seq2seq) framework. A2O VC
aims to convert any speaker, including those unseen during training,
to a fixed target speaker. We utilize vq-wav2vec (VQW2V), a dis-
cretized self-supervised speech representation that was learned from
massive unlabeled data, which is assumed to be speaker-independent
and well corresponds to underlying linguistic contents. Given a
training dataset of the target speaker, we extract VQW2V and acous-
tic features to estimate a seq2seq mapping function from the former
to the latter. With the help of a pretraining method and a newly de-
signed postprocessing technique, our model can be generalized to
only 5 min of data, even outperforming the same model trained with
parallel data.

Index Terms— voice conversion, any-to-one voice conversion,
self-supervised speech representation, vq-wav2vec, sequence-to-
sequence modeling

1. INTRODUCTION

Voice conversion (VC) aims to convert a speech from a source to
that of a target without changing the linguistic content [1]. In re-
cent years, compared with conventional frame-wise VC methods,
sequence-to-sequence (seq2seq) [2]-based VC has been a promising
approach in terms of conversion similarity [3, 4, 5, 6, 7, 8]. Its ca-
pability to generate outputs of various lengths and capture long-term
dependencies makes it a suitable choice to handle the suprasegmen-
tal characteristics of F0 and duration patterns, which are closely cor-
related with the speaker identity.

Despite promising results, most seq2seq VC systems can only
model parallel one-to-one (O2O) VC, which is only capable of con-
verting from a known source to a known target with the requirement
of a parallel training dataset. Some attempts have been made to relax
this constraint. For instance, a nonparallel training framework was
proposed in [6] where text labels were utilized to learn meaning-
ful hidden representations, whereas a complex model and objectives
required rigorous hyperparameter tuning. On the other hand, any-to-
one (A2O) VC aims to convert from any unseen source to a known
target, which is attractive owing to its flexibility. In [7], a framework
for A2O VC was proposed, where a text-to-speech (TTS) system was
used to generate 30-k-h synthetic parallel data of the target speaker.
However, such a huge amount of data is impractical to collect.

In recent years, self-supervised speech representation learning
has been an active field of study, which aims to clarify compact,
high-level representations that can benefit potential downstream
tasks. When either an autoencoding objective [9, 10, 11, 12] or a
contrastive loss [13, 14, 15] is employed, requirements on manual
labels are no longer needed, which provides benefits from massive,
unlabeled speech data. However, most of them were shown effective

only on tasks such as speech recognition or speaker identification,
and there has been no evidence on their effectiveness for VC.

In this work, we propose a novel approach that utilizes vq-
wav2vec (VQW2V), a discretized self-supervised speech represen-
tation [15] for A2O seq2seq VC. The discretization operation in
the VQW2V model allows us to eliminate speaker information and
meanwhile represent the speech signal by a sequence of indices of
the corresponding codewords, which are believed to be the under-
lying spoken contents. Then, a seq2seq model can be trained to
estimate the mapping function from the VQW2V to the acoustic
features of the target speaker. Our approach can then be formulated
as training a target-speaker-dependent TTS model that can take
as input the discrete VQW2V from any source speech to generate
speech as spoken by the target speaker. To tackle the limited size
of training data, in addition to a pretraining scheme [8], we propose
to further use a postprocessing technique that takes advantage of
the multiple quantization group strategy, which was originally used
to solve the mode collapse problem in [15]. As we demonstrate in
later sections, these methods are extremely effective against limited
training data. Our contributions in this work are as follows:

• We apply VQW2V, a discretized self-supervised speech rep-
resentation to VC.

• By employing the pretraining technique and the postprocess-
ing technique for VQW2V indices, we are the first to success-
fully train a seq2seq A2O VC model with only 5 min of target
training data.

• Our proposed A2O VC system does not use any parallel data
and can perform comparably well to an O2O VC system [8].

2. BACKGROUND

2.1. Sequence-to sequence acoustic modeling

Seq2seq models learn mapping between a source feature sequence
X = x1:n = (x1, · · · ,xn) and a target feature sequence Y =
y1:m = (y1, · · · ,ym), which are often of different lengths, i.e.,
n 6= m. Most seq2seq models have an encoder–decoder structure
[2]. The encoder (Enc) first maps the input acoustic feature se-
quence x1:n into a sequence of hidden representations H = h1:n =
Enc(x1:n). The decoder (Dec) is autoregressive, which means that
when decoding the current output yt, in addition to the encoder out-
put, i.e., the hidden representations h1:n, the previously generated
features y1:t−1 are also considered, i.e., yt = Dec(h1:n,y1:t−1).
The training objective includes an L1 loss, in combination with a
weighted binary cross-entropy loss on the stop token prediction. The
entire network is composed of neural networks and optimized via
backpropagation.

The same seq2seq framework can be used to model both discrete
and continuous inputs by using different front-end modules. When
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Fig. 1: Illustration of the proposed method.

employing the model for TTS, a simple embedding lookup table is
used. For parallel acoustic feature mappings (e.g., parallel O2O VC)
following [16], the input acoustic feature sequence is downsampled
in both time and frequency axes by a fraction of 4 using two convo-
lutional layers with stride 2× 2, followed by a linear projection.

2.2. VQW2V

VQW2V [15] aims to learn contextualized speech representations by
trying to predict the future [13] with a vector quantization module
that adds discreteness into the representations. The network is com-
posed of an encoder f : X → Z for feature extraction, a quantizer
q : Z → Ẑ to facilitate discreteness, and an aggregator g : Ẑ → C
for aggregation. First, 30 ms segments of raw speech signals are
mapped to a local feature z with a 10 ms stride using the encoder f .
Then, the quantizer q turns the local features z into discrete indices,
which are used to choose reconstruction vectors ẑ of the original
representations. The aggregator finally takes the quantized ẑ to gen-
erate a contextualized representation c.

2.2.1. Optimization

TheVQW2V model is optimized via a context prediction task, which
is also known as contrastive loss. Given a contextualized represen-
tation ci, the model is trained to distinguish zi+k, a positive sample
that is k steps in the future, from negative samples z̃ drawn from a
uniform distribution pn over the entire audio sequence by minimiz-
ing the contrastive loss for steps k = 1, . . . ,K:

Lk = −
T−k∑
i=1

(
log σ(z>i+kWkci) + λE

z̃∼pn
[log σ(−z̃>Wkci)]

)
,

(1)
where T is the sequence length, Wk is a stepwise learnable affine
matrix, σ(x) = 1/(1 + exp(−x)) is the sigmoid function, and
σ(z>i+khk(ci)) is the probability of zi+k being the true sample. The
loss in (1) is summed over different step sizes, resulting in a final loss
L =

∑K
k=1 Lk.

2.2.2. Quantization with a partitioning technique

The quantization module q replaces an input feature vector z by ẑ =
ei from a fixed size codebook e ∈ RV×d containing V codewords

Fig. 2: Illustration of the postprocessing procedure for VQW2V in-
dices. In this example, the codebook size is set to 320 and the group
size is set to 2.

with dimension d. As in [15], the Gumbel-softmax was employed,
which is a differentiable approximation of the argmax for computing
one-hot representations [17]. Given a feature vector z, a logits vector
l ∈ RV is calculated for the Gumbel-softmax. During training, the
probabilities for choosing the j-th codeword are

pj =
exp(lj + vj)/τ∑V

k=1 exp(lk + vk)/τ
, (2)

where v = − log(− log(u)) and u are uniform samples from
U(0, 1). During the forward pass, the largest index is simply se-
lected, i.e., i = argmaxj pj , and in the backward pass, the true
gradient of the Gumbel-softmax outputs is used.

Replacing the feature vector z with a single codebook entry ei

can make the model prone to mode collapse, where only some of the
codewords are activated. In [15], a partitioning technique was pro-
posed as a remedy. Each feature vector z ∈ Rd is first partitioned
into G groups: z′ ∈ Rd/G. Then, for each z′, the quantization pro-
cess described above is applied. That is, the full feature vector can be
represented by a sequence of indices i ∈ [V ]G, where each element
ij corresponds to a codeword. Following [15], a single codebook of
size e ∈ RV×(d/G) is shared across different groups.

3. PROPOSED METHOD

3.1. Overview

Figure 1 illustrates our proposed method. The core functions are a
VQW2V model that encodes the raw input speech into discretized
features, which are represented as indices, and a target-speaker-
dependent seq2seq model that maps them to acoustic features for
speech generation.

3.2. Postprocessing of VQW2V indices

The VQW2V model is first trained on a large unlabeled corpus as
described in Section 2.2. The pretrained model is then used as a
feature extractor in the seq2seq model training phases and the con-
version phase. Our approach utilizes the quantization characteristic



Table 1: Results of objective evaluation using the validation set of the baseline VTN and variants of the proposed method trained on
different sizes of training data.

Postprocessing 932 training utterances 80 training utterances

Speaker Description Combine Separate MCD CER WER MCD CER WER

clb-slt
Proposed

- - 6.57 2.9 6.4 9.52 82.2 106.5
- X 6.60 2.6 6.0 6.88 6.7 10.0
X X 6.56 3.0 7.3 6.62 3.1 7.5

VTN - - 6.02 5.5 9.1 6.66 10.4 14.7

bdl-slt
Proposed

- - 6.68 3.8 7.9 9.53 71.6 92.3
- X 6.82 4.3 8.9 7.04 8.0 12.6
X X 6.77 5.6 11.3 6.89 5.1 11.3

VTN - - 6.33 5.0 7.6 7.07 9.7 13.6

of VQW2V and forms a TTS task; thus, only the discrete indices i
are needed and the aggregator g is discarded.

The partitioning technique described in Section 2.2.2 can expo-
nentially increase the codebook size. For example, with V = 320
and G = 2, we obtain a vocabulary of size V G ≈ 102k, which can
greatly increase the difficulty of training the seq2seq model because
some entries in the embedding lookup table (Section 2.1) might not
be fully updated. To mitigate this problem, we propose a postpro-
cessing strategy as depicted in Figure 2. Specifically, the postpro-
cessing consists of two steps:

• Combine: The discrete indices i are of frame-level resolu-
tion; thus, adjacent frames with similar characteristics may
be quantized to the same index in the codebook, resulting in
many repeated indices. Thus, as a first step, we combine the
repeated indices, which can reduce the length by about 20%
on average.

• Separate: Since the codebook is shared among groups, we
assume that it resembles a hierarchical structure, similar to
the relationship between prefixes and postfixes of English
words or consonants and vowels of phonemes. On the ba-
sis of this assumption, we separate the indices of different
groups and used them to look up different embedding tables
in the seq2seq model. The resulting embeddings are then
concatenated and sent into further layers. As a result, the to-
tal size of the embedding lookup table is reduced from V G to
V ·G. This is particularly important when only a small target
training set is available, as we will show in our experiments.

3.3. Seq2seq model training

The seq2seq model maps the VQW2V discrete indices extracted
from the speech to the acoustic features for speech waveform synthe-
sis. In VC, a practical setting only allows access to around 5 min of
speech of the target speaker, which is too limited for seq2seq model
training. To solve this problem, we use a pretraining–finetuning
scheme to improve performance. Following [8], we first pretrain the
seq2seq model on a large-scale TTS corpus, followed by fine-tuning
on the target speaker dataset.

3.4. Conversion

During conversion, given a source speech, the VQW2V discrete
indices are first extracted and postprocessed as described in Sec-
tion 3.2. Then, the indices are consumed by the seq2seq model to
generate the converted acoustic features. Finally, a vocoder synthe-
sizes the converted waveform from the converted acoustic features.

4. EXPERIMENTAL SETTINGS

4.1. Datasets

We evaluated our proposed method on the CMU ARCTIC database
[18], which contains parallel recordings of professional US English
speakers sampled at 16 kHz. A male speaker (rms) and a female
speaker (slt) were chosen as the targets, and one seq2seq model was
trained for each of them. Either a maximum of roughly 1-hr-long
or 5-min-long utterances were used as training data. During conver-
sion, we used a male speaker (bdl) and a female speaker (clb) as the
unseen source speakers. The validation and test sets each contained
100 utterances.

As for pretraining, the VQW2V model used the full 960 hr Lib-
rispeech dataset [19]. For the TTS pretraining data, we chose a US
female English speaker (judy bieber) from the M-AILABS speech
dataset [20]. The dataset has a 16 kHz sampling rate and contains
15,200 audiobook recordings, which are roughly 32 hr long.

4.2. Implementation

For VQW2V, we used the publicly available1 pretrained model pro-
vided by fairseq [21], which has eight convolutional layers with 512
channels each, and a total stride of 160. The indices have G = 2
groups with V = 320 codewords per group and generates ≈13.5k
unique index combinations out of the 102k possible codewords. For
the acoustic features, 80-dimensional mel filterbanks with 1024 FFT
points and a 256 point frame shift (16 ms) were used.

For the seq2seq model, the implementation was carried out on
the open-source ESPnet toolkit [22, 23]. Our model is based on the
Transformer-TTS architecture [24] as described in Section 2.1. The
model was pretrained with a batch size of 60 and fine-tuned with a
batch size of 16. The detailed model and training configuration can
be found online2. As for the baseline O2O VC model, we considered
the Voice Transformer Network (VTN) with TTS pretraining [8, 25]
and followed the official implementation3.

For the waveform synthesis module, following [8], we used the
Parallel WaveGAN (PWG) neural vocoder [26], which enables par-
allel and faster than real-time waveform generation. We followed an
open-source implementation.

1https://github.com/pytorch/fairseq
2https://gist.github.com/unilight/

a48f99cf6a47c0b4e5b96fe1d6e59397
3https://github.com/espnet/espnet/tree/master/

egs/arctic/vc1

https://github.com/pytorch/fairseq
https://gist.github.com/unilight/a48f99cf6a47c0b4e5b96fe1d6e59397
https://gist.github.com/unilight/a48f99cf6a47c0b4e5b96fe1d6e59397
https://github.com/espnet/espnet/tree/master/egs/arctic/vc1
https://github.com/espnet/espnet/tree/master/egs/arctic/vc1


Table 2: Results of subjective evaluation using the test set with 95%
confidence intervals of the vocoder analysis–synthesis, the baseline
VTN and the proposed method. The numbers in parentheses indicate
the number of training utterances.

Description Naturalness Similarity

Analysis–synthesis 3.78 ± 0.16 -

VTN (932) 3.93 ± 0.14 74% ± 4%
VTN (80) 3.33 ± 0.18 58% ± 5%
Proposed (932) 3.71 ± 0.17 76% ± 4%
Proposed (80) 3.76 ± 0.14 63% ± 5%

4.3. Evaluation metrics and protocols

We carried out two types of objective evaluation between the con-
verted speech and the ground truth: the mel cepstrum distortion
(MCD), a commonly used measure of spectral distortion in VC, and
the character error rate (CER) as well as the word error rate (WER),
which indicates intelligibility. The ASR engine was Transformer-
based [16] and trained on LibriSpeech.

Systemwise subjective tests on naturalness and conversion sim-
ilarity were also conducted to evaluate the perceptual performance.
For naturalness, participants were asked to evaluate the naturalness
of the speech by the mean opinion score (MOS) test on a five-point
scale. For conversion similarity, each listener was presented a natu-
ral target speech and a converted speech, and asked to judge whether
they were produced by the same speaker on a four-point scale. For
each system, 20 and 15 random utterances were chosen for the nat-
uralness and similarity tests, respectively. All subjective evaluations
were performed using the open-source toolkit [27] that implements
the ITU-T Recommendation P.808 [28] for subjective speech quality
assessment in the crowd using the Amazon Mechanical Turk (Mturk)
and screens the obtained data for unreliable ratings. We recruited
more than fifty listeners. Audio samples are available online4.

5. EXPERIMENTAL EVALUATION RESULTS

5.1. Effectiveness of postprocessing of VQW2V indices

To evaluate the effectiveness of the postprocessing technique for
VQW2V indices we proposed in Section 2, we conducted a system-
atic comparison across different sizes of training data. The results of
objective evaluation are shown in Table 1. First, without any postpro-
cessing, our method could already achieve satisfactory results with
the full training set. However, as we reduced the training utterances
from 932 (1 hr) to 80 (5 min), the performance dropped markedly.
We suspect that the limited training data was insufficient to fully
train all entries of the huge embedding table in the seq2seq model.

With the separate operation, the performance was maintained
and comparable to that with the full training set. In the case of 5
min training data, the performance reached a satisfactory level which
is slightly inferior to the case of 1 hr of training data. This result
clearly demonstrates the data efficiency of the separate operation,
which mainly comes from the benefit of exploiting the hierarchical
structure of the VQW2V indices to avoid the difficulty in training.
Finally, by incorporating the combine operation, we achieved fur-
ther improvement especially on the limited training set. We con-
sider that the combine step eliminates the duration information of

4https://unilight.github.io/Publication-Demos/
publications/vq-wav2vec-vc/index.html

each text/phoneme from the input representation, forcing the model
to implicitly capture the speaker-dependent duration pattern rather
than the indices.

5.2. Comparison with parallel O2O VC

Next, we compared our method with VTN, the O2O parallel base-
line. As shown in Table 1, our A2O method could outperform the
O2O system with limited training data, especially in terms of intelli-
gibility. The reason might be that in our method, the alignment learn-
ing in the seq2seq model was made much simpler since VQW2V
representations provide compact linguistic clues, whereas more in-
terference existed when trying to align directly from source acoustic
features. We also noticed that compared with VTN, our method does
not suffer so much from training data reduction. That is to say, the
marginal effect of increasing data for more than 5 min was relatively
small. This demonstrates a superior data efficiency of our method
over the VTN baseline.

Finally, Table 2 shows the results of the subjective evaluation
on the test set. In terms of naturalness, the proposed method was
slightly worse than VTN with 1 hr of training data, but was signif-
icantly better in the 5 min of training data, which is consistent with
the findings in the objective evaluations. As for similarity, the pro-
posed method was comparable to VTN with the full training set and
provided better performance when the training size was reduced to
5 min. This result justifies the effectiveness of our method and also
showed that it can greatly increase data efficiency without severe
performance degradation.

5.3. Credibility of subjective evaluation results

Note that the analysis–synthesis had a naturalness MOS slightly
lower than that of the VTN trained with 932 utterances. We calcu-
lated the p-value between the two systems and it was 0.22, showing
that there was no statistically significant difference. We suspect that
the samples generated by VTN had more natural prosody patterns
owing to the imperfect modeling of PWG. It is also noticeable that
our proposed system trained with 80 utterances had a slightly higher
naturalness MOS than that of the proposed system trained with 932
utterances. We also calculated the p-value, and it was 0.66, showing
no significant difference. Taken together, statistical tests showed
that these differences were negligible.

6. CONCLUSION

In this paper, we proposed to utilize VQW2V, a self-supervised
speech representation learned without labeled data, to achieve A2O
seq2seq VC. Using the same Transformer architecture, we found
from the objective and subjective evaluation results that the pro-
posed A2O method can outperform an O2O baseline system trained
with parallel data. Moreover, our method is robust against limited
training data and can be trained with only 5 min of data. In the
future, we plan to investigate self-supervised speech representations
learned using different algorithms and objectives to determine what
information is crucial for VC. Also, as demonstrated in [29], the
ability of self-supervised speech representations to generalize to
multiple or even unseen languages opens the possibility of applying
our proposed method to cross-lingual VC, which will be another
important future direction.
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“Convs2s-vc: Fully convolutional sequence-to-sequence voice
conversion,” IEEE/ACM Transactions on Audio, Speech, and
Language Processing, vol. 28, pp. 1849–1863, 2020.

[5] J. Zhang, Z. Ling, L. Liu, Y. Jiang, and L. Dai, “Sequence-
to-Sequence Acoustic Modeling for Voice Conversion,”
IEEE/ACM Transactions on Audio, Speech, and Language
Processing, vol. 27, no. 3, pp. 631–644, 2019.

[6] J. Zhang, Z. Ling, and L. Dai, “Non-Parallel Sequence-to-
Sequence Voice Conversion With Disentangled Linguistic and
Speaker Representations,” IEEE/ACM Transactions on Audio,
Speech, and Language Processing, vol. 28, pp. 540–552, 2020.

[7] F. Biadsy, R. J. Weiss, P. J. Moreno, D. Kanvesky, and
Y. Jia, “Parrotron: An End-to-End Speech-to-Speech Conver-
sion Model and its Applications to Hearing-Impaired Speech
and Speech Separation,” in Proc. Interspeech, 2019, pp. 4115–
4119.

[8] W.-C. Huang, T. Hayashi, Y.-C. Wu, H. Kameoka, and T. Toda,
“Voice transformer network: Sequence-to-sequence voice con-
version using transformer with text-to-speech pretraining,”
arXiv preprint arXiv:1912.06813, 2019.

[9] J. Chorowski, R. J. Weiss, S. Bengio, and A. van den Oord,
“Unsupervised speech representation learning using wavenet
autoencoders,” IEEE/ACM Transactions on Audio, Speech,
and Language Processing, vol. 27, no. 12, pp. 2041–2053,
2019.

[10] Y.-A. Chung and J. Glass, “Generative pre-training for speech
with autoregressive predictive coding,” in Proc. ICASSP.
IEEE, 2020, pp. 3497–3501.

[11] Y.-A. Chung and J. Glass, “Improved speech representa-
tions with multi-target autoregressive predictive coding,” arXiv
preprint arXiv:2004.05274, 2020.

[12] A. T. Liu, S. Yang, P. Chi, P. Hsu, and H. Lee, “Mockingjay:
Unsupervised speech representation learning with deep bidi-
rectional transformer encoders,” in Proc. ICASSP, 2020, pp.
6419–6423.

[13] A. v. d. Oord, Y. Li, and O. Vinyals, “Representation
learning with contrastive predictive coding,” arXiv preprint
arXiv:1807.03748, 2018.

[14] S. Schneider, A. Baevski, R. Collobert, and M. Auli,
“wav2vec: Unsupervised Pre-Training for Speech Recogni-
tion,” in Proc. Interspeech, 2019, pp. 3465–3469.

[15] A. Baevski, S. Schneider, and M. Auli, “vq-wav2vec: Self-
Supervised Learning of Discrete Speech Representations,” in
Proc. ICLR, 2020.

[16] L. Dong, S. Xu, and B. Xu, “Speech-Transformer: A No-
Recurrence Sequence-to-Sequence Model for Speech Recog-
nition,” in Proc. ICASSP, 2018, pp. 5884–5888.

[17] E. Jang, S. Gu, and B. Poole, “Categorical reparameteriza-
tion with gumbel-softmax,” arXiv preprint arXiv:1611.01144,
2016.

[18] J. Kominek and A. W Black, “The CMU ARCTIC speech
databases,” in Fifth ISCA Workshop on Speech Synthesis, 2004.

[19] V. Panayotov, G. Chen, D. Povey, and S. Khudanpur, “Lib-
riSpeech: An ASR corpus based on public domain audio
books,” in Proc. ICASSP, 2015, pp. 5206–5210.

[20] Munich Artificial Intelligence Laboratories GmbH, “The M-
AILABS speech dataset,” 2019, accessed 30 November 2019.

[21] M. Ott, S. Edunov, A. Baevski, A. Fan, S. Gross, N. Ng,
D. Grangier, and M. Auli, “fairseq: A Fast, Extensible Toolkit
for Sequence Modeling,” in Proc. NAACL, 2019, pp. 48–53.

[22] T. Hayashi, R. Yamamoto, K. Inoue, T. Yoshimura, S. Watan-
abe, T. Toda, K. Takeda, Y. Zhang, and X. Tan, “Espnet-TTS:
Unified, Reproducible, and Integratable Open Source End-to-
End Text-to-Speech Toolkit,” in Proc. ICASSP, 2020, pp.
7654–7658.

[23] S. Watanabe, T. Hori, S. Karita, T. Hayashi, J. Nishitoba,
Y. Unno, N. E. Y. Soplin, J. Heymann, M. Wiesner, N. Chen,
A. Renduchintala, and T. Ochiai, “ESPnet: End-to-End Speech
Processing Toolkit,” in Proc. Interspeech, 2018, pp. 2207–
2211.

[24] N. Li, S. Liu, Y. Liu, S. Zhao, and M. Liu, “Neural Speech
Synthesis with Transformer Network,” in Proc. AAAI, 2019,
vol. 33, pp. 6706–6713.

[25] W.-C. Huang, T. Hayashi, Y.-C. Wu, H. Kameoka, and T. Toda,
“Pretraining techniques for sequence-to-sequence voice con-
version,” arXiv preprint arXiv:2008.03088, 2020.

[26] R. Yamamoto, E. Song, and J. Kim, “Parallel WaveGAN: A
Fast Waveform Generation Model Based on Generative Adver-
sarial Networks with Multi-Resolution Spectrogram,” in Proc.
ICASSP, 2020, pp. 6199–6203.

[27] B. Naderi and R. Cutler, “An open source implementation of
itu-t recommendation p. 808 with validation,” arXiv preprint
arXiv:2005.08138, 2020.

[28] ITU-T Recommendation P.808, “Subjective evaluation of
speech quality with a crowdsourcing approach,” 2018.

[29] A. Conneau, A. Baevski, R. Collobert, A. Mohamed, and
M. Auli, “Unsupervised cross-lingual representation learn-
ing for speech recognition,” arXiv preprint arXiv:2006.13979,
2020.


	1  Introduction
	2  Background
	2.1  Sequence-to sequence acoustic modeling
	2.2  VQW2V
	2.2.1  Optimization
	2.2.2  Quantization with a partitioning technique


	3  Proposed Method
	3.1  Overview
	3.2  Postprocessing of VQW2V indices
	3.3  Seq2seq model training
	3.4  Conversion

	4  Experimental settings
	4.1  Datasets
	4.2  Implementation
	4.3  Evaluation metrics and protocols

	5  Experimental Evaluation Results
	5.1  Effectiveness of postprocessing of VQW2V indices 
	5.2  Comparison with parallel O2O VC
	5.3  Credibility of subjective evaluation results

	6  Conclusion
	7  Acknowledgements
	8  References

